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Task  
Our target is to recognize visually similar categories and segment out 
their various instances by directly mining an unlabeled image set. 

Contribution  
1.  We put forward a novel context-aware topic model (NCA-TM ) 

by integrating multi-level image features, and 
2. Spatial preference of categories is characterized in a more flexible 

way for assisting category discovery from complex natural scene 
images. 

…… …… 

Image description 
The first level are the features of dense image patches. The 
middle level corresponds to regions features and the top level 
has only one GIST feature of this image. 

The proposed generative model 
After the three-level representation of any image is generated, we further 
construct a generative probabilistic model (NCA-TM) to derive these 
observations 
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We adopt the simple generalized linear model to generate 
𝑃𝑃 𝑔𝑔𝑑𝑑 𝐹𝐹𝑑𝑑 𝒕𝒕𝒅𝒅, 𝒍𝒍𝒅𝒅 . The goal of category discovery corresponds to the 
inference of the graphical model, namely, maximizing the posterior 
distribution of latent variables given all observations 
𝑃𝑃(𝒕𝒕|𝝎𝝎, 𝒍𝒍,𝒈𝒈,𝒗𝒗;𝛺𝛺,𝛼𝛼,𝛽𝛽, 𝛾𝛾). We adopt a Gibbs EM algorithm [1] to the 
model inference and parameter learning. 

Results 

For each topic 𝑡𝑡, sample 𝛷𝛷𝑡𝑡~Dir(𝛽𝛽) and 𝜓𝜓𝑡𝑡~Dir(𝛾𝛾); 
For each image 𝐼𝐼𝑑𝑑,sample its topic distribution 𝜃𝜃𝑑𝑑~Dir 𝛼𝛼 ; 
  For each region 𝑅𝑅𝑟𝑟 ∈ 𝐼𝐼𝑑𝑑 , sample 𝑡𝑡𝑑𝑑𝑑𝑑~Multi(𝜃𝜃𝑑𝑑) ,𝑣𝑣𝑑𝑑𝑑𝑑~Multi(𝜓𝜓𝑡𝑡𝑑𝑑𝑑𝑑); 
    For each patch 𝑃𝑃𝑝𝑝 ∈ 𝑅𝑅𝑟𝑟, sample its visual word 𝜔𝜔𝑑𝑑𝑑𝑑~Multi(𝛷𝛷𝑡𝑡𝑑𝑑𝑑𝑑); 
Given all sampled 𝒕𝒕𝒅𝒅, sample 𝑔𝑔𝑑𝑑~𝑃𝑃 𝑔𝑔𝑑𝑑 𝐹𝐹𝑑𝑑 𝒕𝒕𝒅𝒅, 𝒍𝒍𝒅𝒅 . 

Table 1. The generative process of our NCA-TM  
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